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Abstract—The composition of network management information is a feature widely required but not properly supported in traditional management technologies. In the last years, Web services technology has been investigated to enable more sophisticated management solutions. In this paper, we show that Web services have more to offer to the network management discipline than just bridging established management protocols and Web-based applications. We explore the possibility of using Web services composition for network management considering two approaches: in the first one a single device needs to be contacted and its information composed; in the second one, many devices need to be contacted and the information retrieved from them need to be composed. We show that using proper tools one can not only really use Web services composition for network management, but also that such use can be integrated with traditional management technologies that are unlike to be abandoned in short and mid terms. Moreover, we investigate the performance of Web services compositions for network management considering response time and network traffic. Performance investigations are crucial because Web services protocols are based on plain text XML documents and impose a processing overhead, which may prevent their adoption depending on the requirements and limitations of the management environment.

I. INTRODUCTION

The network management research community has been investigating and proposing management protocols for years. The Simple Network Management Protocol (SNMP) [1] is certainly the most successful one, being widely deployed in today’s networks and commonly referenced as the de facto Internet management solution. Despite its wide adoption, SNMP has well recognized drawbacks (e.g., related to security, performance, flexibility) that prevent its actual use beyond network monitoring and inventory. Several solutions to SNMP problems have been proposed, but the main issues effectively remain unsolved, at least from the point of view of the majority of network operators.

Recently, Web services technologies have captured the attention of both academia and industry as a potential management alternative to the old and limited SNMP. As a result, several investigations have been carried out in order to understand the impact of using Web services for network management, for example, in terms of bandwidth consumption [2], message delivery delay [3], or ease of use [4]. In industry, major players have been recently standardizing Web services for network management through two main efforts: the WS-Management [5] specification from DMTF (Distributed Management Task Force); and MUWS (Management Using Web Services) [6] from OASIS (Organization for the Advancement of Structured Information Standards). In essence, both efforts define Web services operations used to manage end-systems. Although the main target is Internet servers and user hosts, these solutions can be used to manage core network devices as well, such as routers, switches, NAT boxes, and firewalls.

The motivation for using Web services and its ubiquitous Simple Object Access Protocol (SOAP) [7] in the network management area is that these technologies in fact address problems that SNMP investigations have been trying to solve in years. For example, Web services are far more flexible and the set of available tools allows the fast development and deployment of Web services-based systems. SNMP, on the other hand, requires much more skilled developers with deep knowledge about the protocol specificities, which makes the deployment and broad use of SNMP much more limited.

Another important drawback of SNMP, which is central to this paper, is its lack of proper service composition support. Some attempts to address this issue have been done in the past, but with little success and, most importantly, not being actually adopted by network operators. Service composition is critical to network management because it enables the dynamic definition and deployment of sophisticated management services constructed over a set of more basic services.

This paper extends a previous work [8], where we investigated how network management could have benefits from Web services composition. Now, we are interested in evaluating how those Web services compositions perform, in terms of response time and network traffic. Our approach is to build Web services over traditional network management services and gradually introduce sophisticated services created using Web services composition solutions. We do not want our approach to be decoupled from the wide SNMP base. Thus, our Web services must be able to access target devices using SNMP as the “last mile” management interface. Above basic management Web services we then find more sophisticated ones, defined using the Web Services Business Process Execution Language (WS-BPEL) [9]. With such approach, our main goal with this work is to show that Web services technologies can not only co-exist with SNMP but it can also bring more powerful tools (in this case, composition) to the current network management approaches. Our performance evaluation...
is generic and intends to verify the behavior of WS-BPEL compositions for network management when the number of partner Web services and managed devices increases.

In another work [10], we have evaluated compositions in a specific study-case of BGP routers management. There, the same management tasks were performed using three different solutions (WS-BPEL-based compositions, Java ad hoc compositions, and the IETF Script MIB) and their performance results were compared in terms of performance and ease of use. We call ad hoc compositions when the new composed Web service is constructed using directly a programming language, not using a Web services composition standard.

The remainder of this paper is organized as follows. Section 2 reviews Web services-based management issues, and Web services composition strategies. Section 3 introduces our approach on Web services composition in the context of network management, while Section 4 presents information about our system prototype implementation. Performance issues are addressed in Section 5. Finally, this paper is closed in Section 6, presenting concluding remarks and future work.

II. BACKGROUND

In this section we first review a technique to bridge SNMP and Web services technologies, the use of Web services to SNMP gateways. Above these gateways one can build additional services then using composition, which is also reviewed.

A. Bridging Web services and SNMP

Although SNMP has its limitations, as discussed before, it is not proper to figure out that Web services will fully replace SNMP. In fact, SNMP-enabled devices will probably remain in networks for years, because replacing SNMP requires device firmware updates or even total substitution, which is expensive and rarely accepted by network operators without complaints. The deployment and use of Web services to SNMP gateways, on the other hand, is an intermediate and more feasible approach where SNMP-enabled devices are integrated into Web services-based management systems. In this case, the target devices still use SNMP and do not need to be updated or replaced, while management systems can evolve incorporating the Web services technology (Figure 1).

In terms of performance, protocol-level gateways impose high bandwidth consumption, while object-level and service-level gateways decrease the bandwidth consumption by aggregating, inside the gateways, SNMP information retrieved from managed devices. Bandwidth consumption can also vary if message compression and encryption are employed. Although service-level gateways are more difficult to be built, they perform better than protocol-level and object-level gateways because they can aggregate more information and deliver them to the Web services-based manager using fewer messages.

B. Web services composition

To advance beyond the Web services basic framework (publishing, searching, and invoking), models for Web services composition are required [13]. Through service composition it is possible to build new services with simpler services already built (contributing also for software reuse). There are two main models to perform Web services composition: orchestration and choreography.

In the orchestration model, there is a main process that coordinates the interaction with other Web services. Such process is a set of activities, or procedures, required to realize a task in an organized order. Orchestration describes how Web services can interact at message level, defining the execution order of the interactions. These interactions can cross the organization boundaries and result in a long-term transactional process. With orchestration, the process is controlled under the perspective of one of the parts involved. The specification WS-BPEL (Web Services Business Process Execution Language) [9], currently under OASIS’s arms, appears in evidence among several proposals. WS-BPEL is a specification that models Web services behaviors through an XML grammar that describes the logic needed to coordinate services that participate in a process flow of a task. That grammar is then interpreted
and executed by an orchestration engine that coordinates the many process activities and uses a compensation strategy when errors occur. WS-BPEL is the most mentioned specification involving Web services composition and is currently in the version 2.0. Until version 1.1, WS-BPEL was called Business Process Execution Language for Web Services (BPEL4WS).

III. COMPOSING WEB SERVICES FOR MANAGEMENT

In this section we discuss how the Web services to SNMP gateways previously presented can be composed in order to build new, more sophisticated network management services. In our approach, the management Web services composition is realized using the orchestration approach. Although choreography could be used as well, orchestration, and its WS-BPEL specification, is more proper for network management because the network management discipline itself is more hierarchy-oriented, where top-level managers order low-level manager to execute management tasks. These low-level managers may further delegate management tasks to another level of managers below them. Since we have here one management process at one level controlling the execution of other processes in the level below, this behavior can match the orchestration approach more easily than the choreography approach.

A. Automating the Use of WS-BPEL for Network Management

WS-BPEL is a popular composition language that supports the orchestration approach. The services to be composed and the new services resulting from the composition itself must be properly described in WSDL (Web Service Description Language) documents. Since the Web services to SNMP gateways form the mean to access final managed devices, these are the first Web services to be compliant with this available WSDL requirement. Although service-level gateways, as presented before, are more suitable in most of the cases, their generation depends on the human interpretation of the SNMP services and thus cannot be automated. For this reason, we avoid service-level gateways in this work, and prioritize the investigation considering the object-level gateways, that have intermediate performance but whose creation are automated. To comply with the WSDL requirement, a building process developed in a previous work [2] has been extended.

Object-level gateways are created by a Web-based building system that receives as input an SNMP MIB description file. The building system reads the MIB file, defined following the SMI (Structure of Management Information) rules, and generates a new gateway and an associated WSDL file, which is then used in the composition process. In our prototype system, gateways are PHP scripts which run in an Apache Web server and use NuSOAP as SOAP library.

Compositions, like service-level gateways, depend on the human interventions to be defined. In order to automate as much as possible the definition of network management compositions, we have coded an additional Web-based building system to help the user that wants to define new management services built upon object-level gateways. Our building tool can create WS-BPEL-based compositions for network management following two approaches: device information aggregation (that retrieves information from just one device), and network information aggregation (that composes information retrieved from different devices located across the same managed network).

B. Device Information Aggregation

In the device information aggregation approach (Figure 2), all composed information is retrieved from the same managed device, even if such information are retrieved using many intermediate object-level gateways. This approach aims at composing information related to different aspects of the same device, and enabling this new composed information to be available to remote Web services managers through a single Web services call. For example, without such composition a Web service manager interested in retrieving a device’s description and its list of network interfaces needs to call two object-level gateways, one responsible for descriptive information and the other responsible for network interfaces information. With direct SNMP messages the situation gets even worst, because much more SNMP operations have to be issued. Using this approach, however, all information is retrieved calling a single Web service operation, that one that in fact composes the device’s information. Since we assume that gateways and Web services compositions will be placed closer to network devices, it is possible to save bandwidth and decrease the delivery time because the most intensive SNMP communications will be confined near to the device’s neighborhood. In this scenario, only two messages will be exchanged between the Web services manager and the new composed Web service. Even if Web services (composed and gateways) and the target device are not close to each other, device information aggregation is still useful, offering an ease-to-use way to access the final management information.

C. Network Information Aggregation

The network information aggregation approach (Figure 3), on the other hand, supposes that the management information
required by the Web services manager is distributed across many different network devices. This composition approach has been conceived to enable what is called in the management field “network-oriented management”. Network information aggregation approach thus works over a whole network, instead of over a single device, as in the previous approach.

Fig. 3. Network information aggregation

In this network information approach, network managers collect information from many devices exchanging only two messages (a request and a reply) with the Web services composition. That avoids the manager to contact, one by one, each device or gateway involved in the composition, contributing to save bandwidth and decreasing the delivery time, besides simplifying the access to the management information. Network information aggregators need no input parameters. The information required by each operation invoked in the composition (e.g., target device) is statically placed in the BPEL document. For this purpose, a BPEL Assign activity for each operation is created and executed before the operation invocation. To illustrate this approach, we can imagine that the network manager wants to get the list of operating system in many different network devices. This composition approach requires a proper software environment in order to accomplish its task. As in the previous approach, the results of the invoked operations are collected and merged in a single reply message using a BPEL Assign activity.

IV. IMPLEMENTATION AND SOFTWARE ARCHITECTURE

A useful composed Web service, of course, has to be ready to run in order to accomplish its task. WS-BPEL-based compositions require a proper software environment in order to offer the new services defined. Since we are considering Web services supported by SOAP layered on top of HTTP, an HTTP services is required to deal with the HTTP messages that carry SOAP contents. Then, Apache Tomcat is used for this purpose. After receiving a request, the HTTP server needs a module able to handle to SOAP contents. Since Tomcat is not able itself to deal with SOAP messages, Apache Axis is required to take care of this required procedure. Finally, each composition requires an execution engine able to implement the new services defined. We are then using the open source ActiveBPEL for this role. ActiveBPEL requires Axis to receive external invocations for services defined in the compositions, and uses Axis when the operations of object-level gateways need to be accessed according to the composition specification. Figure 4 depicts the general environment for composition executions.

Fig. 4. Deployment scenario

V. EVALUATING AGGREGATORS PERFORMANCE

Our information aggregation approaches need to be evaluated in order to know whether they can be in fact used for network management. Then, we have evaluated the performance of BPEL compositions focusing in two main aspects: mean response time and network traffic.

Response time was observed in three different points. Application response time has been computed by subtracting timestamps after and before the Web services-based manager invokes the aggregator. That includes the SOAP API and TCP/IP stack overheads. Aggregator response time represents the time between the SOAP request sent by the manager and the associated reply issued by the aggregator. Gateway response time, on the other hand, means the amount of time needed to contact all the partner gateways involved in the composition. Response time of both aggregator and gateways includes the overhead of establishing and finalizing TCP connections. Each measurement has been repeated 30 times to calculate the mean response time, because after this amount of samples we can consider that the variable average has a normal distribution. Network traffic was evaluated in two points: between the manager and the aggregator and between the aggregator and gateways. The second traffic represents the total amount of packages exchanged between the aggregator and all partner gateways. Both traffics include the overhead of manipulating TCP connections as well.

The tests have been performed in a high-performance computing cluster whose nodes are connected through a 100Mbps switch and have the same hardware and software configurations shown in Table I. To simplify the test environment and result analysis, we always used the same gateway in the compositions. This object-level gateway has only one operation, GetSysDescr that returns the value of sysDescr SNMP object from the MIB-II.

In a first scenario, we are interested in verifying the behavior of device information aggregators when more gateways are
added to the composition. The number of gateways varied from 1 to 10. The results obtained are shown in Figure 5. In a second scenario, we are interested in verifying the behavior of network information aggregators when more gateways and managed devices are added to the composition. The number of gateway-device pairs varied from 1 to 10. Figure 6 shows the results obtained for this scenario. In both scenarios, each component - manager, aggregator, gateways, and devices - was placed in a different cluster node.

Both graphics shows the same behavior considering the increasing number of gateways. The three lines in each graphic grow at different rates, however. It means the overhead (the difference between two lines) increases - even slowly - when more gateways are added to the composition. Network information aggregator had a slightly worse response time because the structure of its BPEL documents is more complex (one more Assign activity to each gateway added is needed) and more managed devices are contacted (avoiding the influence of NET-SNMP caching feature when the same object is retrieved several times). We can note that the processing overhead in the management station - application response time minus aggregator response time - is small and grows slowly with the increasing number of gateways. The overhead introduced by BPEL use - aggregator response time minus gateways response time - on the other hand, is considerable and may be a problem if the management application has real time requirements.

Regarding to the network traffic, one can observe that using information aggregators the traffic near the management interface is reduced, if compared with the traffic that would be required in a Web services-based manager directly contacting the gateways. The bandwidth saved will be higher when more gateways are used, because only two messages are exchanged between the manager and the aggregator - SOAP request and reply, instead of exchanging $n$ requests and replies - where $n$ means the number of gateways. Our previous work [2] has shown that the traffic near the management interface could be much higher if an SNMP-based manager is used, depending on the amount of SNMP objects being retrieved. As expected, in both aggregators the traffic exchanged between the aggregator and the gateways is the same, because the only difference between those aggregators is that in the device information
aggregator all the gateways contact the same device, while in the network information aggregator each gateway contacts a different device (but retrieving the same information - sysDescr). On the other hand, the traffic between the manager and the aggregator is a slightly higher (less than 100 bytes) in the device approach case, because the manager needs to send parameters (device IP and SNMP community string) to the aggregator, which is unnecessary in the network approach (devices' information is statically placed in the BPEL code).

VI. Final Remarks and Future Work

In this paper we have approached the Web services composition from the network management point of view. The main composition standard (i.e., WS-BPEL) has been reviewed. In order to use composition in network management, we proposed two approaches: device and network information aggregation. The first one is suitable when retrieving information from a single managed device. The second approach, on the other hand, can merge management information that is spread across several devices in a network. In addition, we have presented the implementation of a Web-based building system to help network operators that want to define new management services using functionalities offered by object-level gateways. WS-BPEL has been used for this propose. In addition, our approaches for service aggregation have been evaluated considering two issues: response time and network traffic. The tests have been carried out gradually adding more object-level gateways to the composition environment.

Both approaches turn the access to management services much easier, because managers can get all the required information with just one Web services call. Other scenario that can have benefits from WS-BPEL-based aggregation is that one where one needs to retrieve information from devices spread in different administrative domains. Directly using SNMP is difficult in the case, because SNMP traffic is normally confined to the intranet environment and blocked by Internet border firewalls. Then, placing a Web services to SNMP gateway close to each device we can have an aggregator close to the Web services manager that will contact each gateway using SOAP over HTTP/HTTPS - protocols commonly allowed by firewalls, making possible such aggregation.

Regarding the network traffic, other advantage of using Web services composition is that it reduces the network bandwidth consumption near to the management interface once the manager always needs exchanging only two messages with the aggregator, independent of the amount of information aggregated. The heavy interactions between gateways and devices and between aggregators and gateways can be confined near devices neighborhood. The results presented in Section 5 showed that the bandwidth saved will be as higher as greater the number of partner gateways is. In other words, if the amount of information aggregated increases, the bandwidth saved increases too. In terms of response time, the results indicated that there is a considerable overhead introduced by the aggregation process. Although slowly, this overhead grows when more gateways are added to the composition, in opposite to what happened with the network traffic. Thus, real time requirements may prevent the adoption of this solution, depending on the amount of information to be aggregated.

This paper is our third contribution in applying Web services towards real network management service composition. Our next steps include expanding our tool to take benefits from other WS-BPEL structured activities, such as While and Switch clauses. In addition, we are also investigation the use of WS-BPEL fault handler schemes to have more robust composed Web services. Finally, we are planning to include a UDDI registry in our solution, where Web services gateways will be supposed to be registered. With the integration of UDDI support in our system prototype it will be possible, for the users, to query and discover services to be composed.
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